
 

 

 

 Software-defined storage: What it is and variants 
available  

SDS is available in numerous variants. It is usually cheaper, flexible to deploy and brings 

storage efficiencies, but there are pitfalls in complexity, management and performance  

By Stephen Pritchard   

Enterprises want to consolidate data storage, extend its useful life and control costs. But what 

we often see are silos of storage tied to specific applications, workflows and suppliers.  

These systems may perform well, but they are not always the most efficient or flexible. 

Software-defined storage (SDS) is an increasingly viable alternative that can bring numerous 

efficiencies and ways to cut costs. 

In this article, the first article in a two-part series, we look at the definition of software-defined 

storage and the key variants we find in the marketplace. 

Defining software-defined storage  

Software-defined storage separates the software that carries out core storage operations from 

physical hardware. 

“It is storage controller software that is abstracted from the underlying hardware, so it can run 

on any hardware, any hypervisor, or on any cloud,” says Gartner analyst Chandra Mukhyala. 

Typically, software-defined storage operates on x86-based servers, and turns those servers into 

storage devices. 

The hardware can be a standard server with its own direct-attached storage (DAS), hyper-

converged infrastructure (HCI), or equipment optimised for storage such as a server with a 

larger than usual number of drive bays. 

http://www.lemagit.fr/
https://www.computerweekly.com/es/ehandbooks
https://www.computerweekly.com/resources/Software-defined-storage
https://www.techtarget.com/searchstorage/definition/software-defined-storage?_gl=1*1opqkjc*_ga*OTA3Mjk4ODUzLjE2NzM2MjQ4NjE.*_ga_TQKE4GS5P9*MTY4NjgzMDM5MC41Ny4xLjE2ODY4MzAzOTcuMC4wLjA.&_ga=2.266411150.1475692058.1686824958-907298853.1673624861
https://www.computerweekly.com/feature/Five-ways-the-hyper-converged-market-is-changing
https://www.computerweekly.com/feature/Five-ways-the-hyper-converged-market-is-changing


 

 

 

 

In practice, the type of hardware does not, or should not, matter. SDS software will recognise 

the capacity deployed regardless of the platform. And software-defined storage can bring 

together separate physical systems into one storage pool, even if they come from different 

suppliers. Storage software can run directly on the server’s operating system, in a virtual 

machine or in the cloud. 

“The whole point of software device storage is that it is not tied to any particular supplier 

hardware,” says Gartner’s Mukhyala. “It provides the flexibility to the customer to choose 

underlying hardware. We don’t want any hardware lock-ins.” 

Software-defined storage advantages  

Software-defined storage offers two main advantages to enterprises. These are the ability to 

pool storage, and to swap out hardware independently of the storage software supplier. There 

are also advantages in storage management and better capacity utilisation. 

This way, an organisation can create one or more larger storage pools visible across its servers, 

virtual machines and applications. 

As the SDS effectively “appears” as regular storage to an application, IT managers can fine-tune 

physical storage systems without it affecting workflows and operations. This allows for easier 

upgrades, such as a move to a more powerful controller or a faster version of flash. 

Potentially, software-defined storage allows buyers to pick best-of-breed suppliers for their 

applications with higher-performance hardware where it matters and slower generic units for 

less critical applications. Alternatively, firms can continue to use older and less performant 

storage in the pool, with SDS allocating it to the most appropriate tasks. 

This removes the need for buyers to specify more powerful systems across the board just to 

meet the demands of a few applications. As Gartner’s Mukhyala points out, storage suppliers 

often sell their arrays in “T-shirt sizes”, with small, medium or large that determine not just 

capacity, but IOPS too. Without software-defined storage, a move to a higher-performance tier 

means rip and replace for the entire array, even if it hasn’t reached capacity. 

All this saves cost. But CIOs also look at software-defined storage because they want a global 

namespace to pool capacity across locations. 

http://www.lemagit.fr
https://www.techtarget.com/searchstorage/answer/How-do-storage-scalability-and-elasticity-differ
https://www.computerweekly.com/feature/QLC-edges-into-mainstream-but-what-are-its-advantages
https://www.techtarget.com/searchstorage/definition/IOPS-input-output-operations-per-second


 

 

 

 

And it eases the move to hybrid environments in which storage on-premise, in the cloud and 

potentially in edge applications forms a common pool. SDS also makes it easier to “burst” to 

capacity in the public cloud as workloads demand. 

Software-defined storage also makes it easier to share physical storage across file systems. 

SDS works well where organisations need to operate different types of file system. The 

technology should be equally able to handle block storage – for databases, for example – and 

file and object. Under SDS, file and object are often combined. 

Software-defined storage pitfalls  

Software-defined storage also has disadvantages. It can add to rather than reduce complexity. 

It can present a consistent storage interface to applications, but IT teams still face differences 

between suppliers’ hardware capabilities. 

Software-defined storage might not be able to control an array’s more advanced features, so 

storage managers might need to revert to supplier-specific configuration tools and dashboards. 

SDS might even perform less well than a supplier’s own storage controllers, while supplier-

neutral hardware can offer lower capacities than proprietary systems. 

Nor are all software-defined storage systems as open as they first appear. Some hardware 

suppliers sell SDS, but only ship it on a hardware appliance. Others support multiple suppliers’ 

equipment, but with a limited number of certified builds. And some maintain that a proprietary 

storage stack is the way to go, and their hardware will not integrate at all with a software-

defined storage system. 

There can also be performance drawbacks to software-defined storage. As the storage software 

is abstracted from hardware, it is not always able to access supplier-specific features. 

Proprietary suppliers can access low-level functionality in the storage media to improve speeds 

or flash durability, notes Mukhyala. “I don’t think there will ever be a point where it will be only 

software-defined storage. There are some advantages by having an integrated hardware stack,” 

he says. 

Nor are there – as yet – any industry standards for SDS.  

http://www.lemagit.fr
https://www.computerweekly.com/feature/Cloud-bursting-What-is-it-what-workloads-what-technologies
https://www.computerweekly.com/feature/Cloud-bursting-What-is-it-what-workloads-what-technologies
https://www.computerweekly.com/feature/Unified-file-and-object-storage-Three-suppliers-and-their-approaches


 

 

 

 

Software-defined storage pitfalls  

In part, the lack of industry standards for software-defined storage reflects the variety of ways 

it can be delivered as well as suppliers’ differing marketing approaches. 

The purest form of software-defined storage is as software only, with users able to choose any 

x86 hardware. Then there are suppliers that sell SDS on its own, but also pre-configured on 

hardware, usually an appliance. Some suppliers sell appliances under their own name, others 

have partnerships with hardware companies. And some SDS suppliers support multiple 

hardware suppliers with either preconfigured or reference systems, but stop short of 

supporting all manufacturers. 

Some suppliers deploy software-defined storage, but on their own hardware stacks. This aims 

to blend the benefits of SDS’s abstraction from hardware with the features, control and 

performance of a single-supplier system. 

IT buyers should also consider whether SDS will work on bare metal, or via a hypervisor or 

virtual machine. Increasingly, container support is important too. Although it is a different use 

case from general storage, compatibility with Kubernetes is another reason to consider SDS. 

Enterprises, though, typically still choose storage technology according to workloads and the 

features they need, such as a global namespace or cyber protection. 

Software-defined storage, then, becomes one way to meet those goals. 

“Do they want an integrated hardware appliance, or do they want a software-based offering 

that can run anywhere?” asks Mukhyala. “It is really a deployment choice question, but an 

important one.” 
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